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In the paper, we tested three machine learning models to predict the 

occurrence of inter-state armed conflicts in West Africa. The data used 

was collected from various sources over the period from 1981 to 2018. 

The modeling was done using Python. Among the three developed 

models, it turned out that the random forest model was the most 

suitable for this prediction. The modeling revealed that two major 

categories of variables are the most relevant predictors: whether or not 

countries share borders and the difference in democracy levels. Using 

the results of this prediction, we also identified the risk of conflicts 

between countries, such as Guinea vs. Sierra Leone, Burkina Faso vs. 

Benin, and Ivory Coast vs. Burkina Faso. This research deepens our 

understanding of state-to-state conflict dynamics in the West African 

region. However, it has limitations partly due to the lack of dynamic 

data availability. 
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Introduction. 
The Sahel region, particularly Burkina Faso, Mali, and Niger, has experienced a significant escalation in organized 

political violence, primarily due to jihadist insurgencies. In 2021, Burkina Faso became the epicenter of the regional 

conflict, with organized political violence and deaths doubling compared to the previous year. This surge in violence 

has been largely attributed to Jama‘at Nusrat al-Islam wal-Muslimin (JNIM), affiliated with Al-Qaeda, which has 

intensified its activities in several regions of the country [1]. The Niger also recorded a historic year of conflict in 

2021, with the highest number of civilian deaths since ACLED (Armed Conflict Location & Event Data) data 

coverage began. The majority of these deaths were caused by the Islamic State‘s West Africa Province‘s Greater 

Sahara faction (ISWAP-GS), responsible for nearly 80% of all civilian deaths of the country[1]. West Africa is 

characterized by severe transnational vulnerabilities such as religious divisions and ethnic conflicts, which have 

exacerbated tensions and contributed to democratic backsliding. In Nigeria, for example, the ISIS West Africa 

Province has extended its reach beyond its traditional base, reflecting a broader trend of increasing jihadist activity 

across the region [2]. The ongoing military juntas in Burkina Faso, Mali, and Niger have significantly influenced the 

region‘s security policies. These regimes have adopted militarized counter-insurgency approaches, which have often 

led to increased violence and instability. The involvement of international forces, including French troops and the 

Wagner Group, has also shaped the security landscape, with mixed impacts on regional stability [3]. The central 
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Sahel states continue to face a complex array of challenges, including military coups, escalating jihadist 

insurgencies, and widespread violence. 

The application of machine learning in conflict prediction effectively serves as an early warning sys- tem, allowing 

proactive measures before violence escalates. Using computer programs, the international com- munity can 

anticipate and act to prevent potential conflicts. This predictive capability is crucial in regions like West Africa, 

where patterns of political instability and violence can be identified and addressed before caus- ing widespread harm 

[4, 5]. Moreover, identifying key conflict predictors provides a clear set of political and economic levers that could 

potentially prevent future unrest. Variables that poorly predict conflicts, such as rainfall or income inequality, are 

less likely to be immediate causes of interstate conflict, guiding the direction of preventive measures. Several 

regional organizations, such as the Economic Community of West African States (ECOWAS), have developed data 

collection mechanisms to help political authorities make informed de- cisions. For example, in June 2018, 

ECOWAS signed a Memorandum of Understanding with the West African Economic and Monetary Union 

(UEMOA) to strengthen crisis and conflict prevention in the West African region [6]. In terms of cross-sectional 

analysis, challenges remain considerable, as evidenced by the conflict systems in the Sahel or the Lake Chad Basin, 

which require regular updates of tools. This mismatch between analysis indicators and regional instability factors 

has long been a weakness of early warning systems [7]. De- spite recent developments toward broader democratic 

spaces, the region remains prone to tensions and crises. Anticipating conflicts can reduce the number of civilian and 

military casualties. Prevention also avoids human losses and suffering associated with armed conflicts. This 

prevention will also protect resources, trade routes, and investments. 

The escalation of interstate armed conflicts in West Africa presents a significant challenge to regional stability, 

economic growth, and human security. Existing early-warning systems, such as those developed by organizations 

like ECOWAS, rely on traditional data aggregation and analysis methods, which often fail to capture the complexity 

and dynamics of conflict triggers. While prior research highlights factors like economic disparities, political 

instability, and territorial disputes as contributors to conflicts, these approaches lack pre- dictive precision and 

adaptability. Major limitations include insufficient integration of dynamic data, reliance on static indicators, and 

challenges in forecasting low-frequency but high-impact events. Through this research, we aim to leverage machine 

learning models to enhance the predictive accuracy of conflict occurrence, identify key predictors such as 

democracy level differences and border-sharing, and propose data-driven strategies for early intervention and 

conflict prevention. By addressing these gaps, we seek to provide policymakers with robust tools for proactive and 

informed decision-making. 

This study investigates the use of machine learning models to predict interstate armed conflicts in West Africa. 

While previous studies have explored the impact of political instability, economic disparities, and territorial disputes 

on conflict dynamics, they did not explicitly address the integration of these factors into predictive models capable 

of generating actionable insights. Additionally, earlier research often lacked dynamic data and failed to capture low-

frequency but high-impact events, leaving a critical gap in effective conflict forecasting and prevention strategies. 

The overall objective of this study was to use machine learning techniques to predict the occurrence of interstate 

armed conflicts in West Africa. Specifically, it aims to: i) identify models capable of better predicting the occurrence 

of interstate armed conflicts; ii)identify factors that have historically played a crucial role in predicting armed 

conflicts and iii) present some predictions of interstate armed conflicts in West Africa. To achieve these specific 

objectives, the following hypotheses were formulated: H1: The random forest model better predicts the occurrence 

of interstate armed conflicts; H2: The occurrence of armed conflicts between two states is due to the increase in 

Gross Domestic Product (GDP) ratio between countries sharing the same borders and H3: There are West African 

countries sharing the same borders with probabilities of armed conflict occurrence greater than 0.5 in the last 10 

years. This article is organized into three sections. Section 1 presents the state of the art and related works on this 

topic. Section 2 presents the material and methodology used. Section 3 presents the results and a discussion. 
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Related Works. 

Wars and armed conflicts are ubiquitous in current affairs and affect state security and human security on all 

continents. Hardly a day goes by without mentioning the outbreak, progression, or, more fortunately, the suspension 

or cessation of a war or conflict [8]. The propensity for wars between states, characterized by armed conflicts 

between two or more nations, stems from a complex interaction of factors such as territorial disputes, economic 

considerations, regime types, military strength, and geopolitical and democratic interests. 

Despite recent developments marked by the relative expansion of democratic spaces, West Africa remains a region 

particularly affected by latent or violent conflict hotspots, notably related to the presence or activity of armed 

groups. This is generally a contrasted situation where tendencies towards entrenched conflicts coexist with dynamics 

of stabilization or crisis resolution. However, most countries in the region escape open conflict situations. Still, 

episodic tensions((protests against high living costs, pre-electoral or post-electoral crises) remind us of the risks of 

sliding into open crisis situations [7]. In the era of globalization, recognizing and understanding these causes is 

essential to inform policies and initiatives aimed at preventing conflicts. Among the various prediction methods and 

techniques, machine learning has proven effective. Machine learning is a rapidly evolving field increasingly adopted 

by various scientific disciplines. 

Machine Learning (ML), a branch of artificial intelligence (AI), transforms traditional statistical meth- ods into 

predictive and interpretive models, particularly with the rise of Big Data. Machine learning algorithms, such as 

random forests [9] and logistic regression [10], offer significant advantages in analyzing large, complex datasets. 

For example, random forests, by aggregating multiple decision trees, overcome the weaknesses of in- dividual 

decision trees and improve predictive accuracy. Logistic regression, used for binary variables, is ideal for complex 

analyses in conflict studies. Decision trees, providing a clear visualization of decision rules, cap- ture non-linear 

relationships and interactions between predictors. These techniques enhance the prediction and analysis of interstate 

conflicts, helping to better understand underlying factors and develop effective preventive policies. 

The use of artificial intelligence (AI) in armed conflict prevention is gaining increasing interest within the scientific 

community. Researchers are exploring various potential applications, such as predictive analysis of geopolitical 

tensions, early detection of conflict signs, and modeling de-escalation scenarios. AI systems can process vast 

amounts of data from diverse sources (social media, diplomatic reports, economic indicators) to identify patterns and 

trends likely to indicate imminent escalation. Some scientists are also working on algorithms capable of suggesting 

optimal mediation strategies based on the analysis of past conflicts. However, the community remains divided on the 

actual effectiveness of these tools and the ethical questions they raise, notably regarding potential biases and 

automated decision-making in contexts as sensitive as international peace and security. These works demonstrate the 

diversity of approaches and perspectives on using AI in armed conflict prevention, ranging from long-term 

prediction to practical conflict management. In the field of AI use for armed conflict prevention, many researchers 

make significant contributions. The project ViEWS [11] uses machine learning to predict conflicts up to 2050, 

considering climate scenarios. Some studies explore the legal and ethical implications of AI in UN peacekeeping 

operations [12]; the use of AI to identify early warning signs of genocides [13]; the potential of AI in conflict 

mediation [14]; the application of AI in tracking illegal arms flows, thereby contributing to conflict prevention [15]; 

and how AI could transform deterrence strategies [16]. Together, these works illustrate the richness and diversity of 

approaches in this rapidly expanding field, ranging from long-term prediction to practical conflict management, 

including ethical and strategic considerations. 

Materials and Methods. 

This section addresses the processes through which data were collected, prepared, and cleaned. Sub- sequently, we 

will provide a justification for the selection of three models, namely the random forest, logistic regression, and 

decision tree. Finally, we will describe the methodology used to evaluate the performance of these models. 
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Material 
For this research, we used the Python programming language ecosystem with libraries such as Pandas, Numpy, 

Matplotlib, Patsy, Statsmodels, Skforecast, among others. Due to the importance of the analyses and the size of the 

data, the software suite was installed on a computer with the following technical specifications: Windows 10 

Professional operating system, 64-bit, 8GB RAM, 2TB ROM, Intel® Core™ i5-1035G1 CPU @ 1.00GHz 1.19GHz 

processor. To predict an interstate conflict, it is essential to discern the underlying causes of conflicts to select 

relevant variables for constructing datasets. As highlighted in the literature review, economic, military, and 

democratic factors are often at the forefront of these causes [17]. Based on this understanding, our dataset 

incorporates key variables presented in Table 1. The database comprises a total of 392,135 observations from 1981 

to 2018 and covers 156 out of the 191 countries worldwide. Regarding West Africa, the data encompass all 16 

countries in the region, namely: Benin, Burkina Faso, Cape Verde, Ivory Coast, The Gambia, Ghana, Guinea, 

Guinea-Bissau, Liberia, Mali, Mauritania, Niger, Nigeria, Senegal, Sierra Leone, and Togo. 

To predict interstate conflicts, it is essential to discern the underlying causes of conflicts in order to select relevant 

variables for building datasets. As we have seen in the literature review section, economic, military, and democratic 

factors are often at the forefront of these causes [17]. Based on this understanding, our dataset incorporates the key 

variables presented in Table 1. The period covered by the data is from 1981 to 2018. This period was chosen 

primarily due to the availability of data in the sources consulted. This temporal coverage encompasses a variety of 

events and geopolitical changes, making it suitable for accurately predicting interstate conflicts, given the dynamic 

nature of interstate relations. The military expenditure variable had 103 missing values. After data cleaning, we 

worked with a total of 392,033 observations, as indicated in the descriptive summary Table 1. The complete 

database is accessible online [18]. 

Table1. StatisticsofQuantitativeData 

VARIABLES MEAN STD MIN 25% 50% 75% MAX 

YEAR 2001.16 10.38 1981 1993 2000 2010 2018 

CONFLICT 0.00 0.01 0.00 0.00 0.00 0.00 1.00 

INSTABILITYPO 0.08 0.28 0.00 0.00 0.00 0.00 2.00 
GDP 15.98 107.24 0.00 0.12 0.73 4.40 7532.61 

MILITARYEX 13.14 2207.61 0.00 0.49 0.96 1.93 961947.81 

DEMOCRACYDIFF 7.26 5.87 0.00 2.00 6.00 12.00 20.00 
SHAREBORDER 0.02 0.15 0.00 0.00 0.00 0.00 1.00 

 

Regarding the variable of interest in our research (CONFLICT), the statistics illustrate a low occur- rence of 

interstate armed conflicts worldwide, with only 46 cases recorded during the studied period. Among the 46 recorded 

global conflict cases, 13 occurred between countries sharing borders, compared to 33 cases for countries not sharing 

borders. We also observe that the level of democracy is generally lower in countries that have experienced the 

studied phenomenon. Political instability seems to be an influential factor in the occurrence of this event. The 

analysis of correlation and multicollinearity between our explanatory variables and the dependent variable 

confirmed the relevance of their inclusion in our models (Figure 1). 
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Figure 1. Pearson Correlation Matrix 

It appears that the correlation between the variable of interest and the other variables is almost nil. There is a weak 

but negative correlation between sharing borders and the difference in the level of democ- racy between two 

countries. Regarding the multicollinearity test, the obtained VIF (Variance Inflation Factor) coefficients are all less 

than or equal to 1. Generally, a VIF greater than 5 or 10 may indicate strong multi- collinearity, but our values, 

being around 1, indicate excellent independence among each predictor. The data covers the period from 1981 to 

2018. This period was chosen mainly due to the availability of data from the consulted sources. This period 

encompasses a variety of events and geopolitical changes, making it suitable for accurate prediction of interstate 

conflicts, given the dynamic nature of interstate relations. 

We organized our data into dyads, which improves the predictive approach. According to this method, each country 

is paired with all others, allowing for a more effective comparison of the data, as highlighted by Ward [19]. During 

the initial exploration phase, we noticed that some countries had many missing values for the variable MILITARY 

Ex. Such missing data problems, if not resolved, can compromise the validity and reliability of statistical analyses 

[20]. The combination of their absence from the main event of interest (war) and the prevalence of missing values 

suggests that their inclusion could introduce noise rather than clarity, a concern noted in previous conflict prediction 

studies [21]. Furthermore, regarding data on military expenditures, GDP ratio, and the difference in the level of 

democracy, we adopted the data normalization method suggested by Singh in 2020. 

This approach involves adjusting all variables to the same scale, often between [0,1], to prevent any variable from 

exerting a disproportionate influence on the model due to its amplitude. This step contributed to increasing the 

robustness of our models. Detailed preprocessing steps, scripts, and additional data visualizations are provided in the 

supplementary materials and referenced where relevant for replication. 

Methodology and Hypothesis Testing 
The analysis of the data we collected involves modeling using random forest, logistic regression, and decision tree 

methods to estimate the probability of the occurrence of an armed conflict between pairs of countries in West Africa. 

To do this, we relied on a variety of global socio-economic and geopolitical indicators, as regional data are 

insufficient. The explained variable, or labeled variable, is the ‖CONFLICT‖ variable. Our different models include 

four (4) explanatory variables: INSTABILITY PO, GDP, MILITARY Ex, DEMOCRACY DIFF and SHARE 

BORDER. 
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Testing Hypothesis 1 : The verification of Hypothesis 1 involves evaluating the models. This will determine the 

model(s) best able to predict the occurrence of armed conflicts. There are multiple evaluation indicators, among 

which the most common are certainly ‖precision,‖ the ROC curve, and the associated AUC indicator. While 

precision is often seen as intuitively relevant and the ROC/AUC score is considered a gold standard, these indicators 

have their own limitations, particularly in relation to the specific problem being addressed. Precision is no- tably 

unsuitable for imbalanced datasets. The ROC/AUC score is often criticized for overestimating model performance 

on highly imbalanced datasets [22]. In our case, ‖Recall‖ and ‖Precision‖ indicators, as well as the ‖Precision-Recall 

Curve‖ and two other closely related ratio measures, proved relevant. The comparison metrics used are: Accuracy, 

Precision, Recall, F1 Score, and the confusion matrix. 

Testing Hypothesis 2 : Determining the predictors of conflicts involves determining the importance of the features 

in our models. Feature importance refers to techniques that calculate a score for all input features for a given model. 

The scores represent the ‖importance‖ of each feature. A higher score means that the specific feature will have a 

greater effect on the model used to predict a certain variable. In our study, we will retain, for each model deemed 

useful for conflict prediction, the predictors with the highest scores. If an assigned coefficient is a high number 

(negative or positive), it has a certain influence on the prediction. Conversely, if the coefficient is zero, it has no 

impact on the prediction. 

Testing Hypothesis 3 : The analysis to verify this hypothesis involves examining probabilities predicted by the 

best-performing model. The process includes retrieving predicted probabilities from 2009 to 2018 and selecting 

dyads of West African countries sharing borders. For each dyad, the highest conflict probabilities are identified, 

duplicates are filtered, and the probabilities are ranked in descending order. 

Results and Discussion. 

The essence of our study lies in the modeling, evaluation, and forecasting steps we conducted. This section aims to 

reveal the results obtained from the application of the aforementioned modeling methods. We began our exploration 

with three modeling techniques. Each technique was rigorously tested based on a range of performance indicators. 

Finally, we presented a summary of the projections made by these models, specifically for the West African region. 

Random Forest-Based Model 
A random forest consists of multiple independent decision trees. This method incorporates two forms of 

randomness: first, each tree is developed from a random sample of the base data; second, a random subset of 

features is chosen to determine the best split at each node of the tree. This approach leverages the advantages of 

decision trees while reducing their propensity to overfit, thanks to the training of individual trees on different subsets 

of the data. For our data, we started by using the Gini index as the impurity measure, followed by a grid search to 

fine-tune the hyperparameters. Table 2 illustrates the performance obtained with this implementation of the model. 

Table2.PerformanceMeasuresoftheRandomForestModel 

Measures Values 

Accuracy 98% 

Precision 100% 

AUC 80% 

Recall 83% 

F1Score 89% 

 

These indicators reveal that the random forest model performs exceptionally well on the test set, dis- playing 

excellent accuracy, remarkable precision, and a satisfactory balance between recall and discriminatory capacity 

(AUC), as indicated in Figure 2 (left). Indeed, the model correctly predicted 98% of the cases, effec- tively 

distinguishing between positive and negative instances of interstate conflicts. The ROC curve (shown in red in 

Figure 2, left) illustrates the trade-off between the true positive rate (sensitivity) and the false positive rate at 
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different decision thresholds. In summary, it has been shown that our random forest model has a good capacity to 

differentiate between conflict and non-conflict classes. 

 

Figure 2. ROC Curve and Confusion Matrix of the Random Forest Model 

Logistic Regression Model 

The second model we implemented is logistic regression, which belongs to supervised learning meth- ods. Just like 

the previous model, we determined the metrics of the logistic regression model, which are detailed in Table 3. This 

model shows an accuracy and recall of 79%, despite class imbalance. This indicates that the model is capable of 

correctly predicting about eight out of ten armed conflicts. The AUC index confirms that this model has good 

discriminatory capability, with an 80% chance of correctly distinguishing between a posi- tive and a negative 

observation taken at random. This performance is corroborated by the ROC curve associated with this metric, 

illustrated in Figure 3 (left). Although the model is capable of correctly predicting 80% of the cases, the confusion 

matrix reveals a considerable number of false positives (67,142). This high rate may be a concern in some scenarios, 

as falsely predicting a conflict that does not exist could have serious consequences. 

Table3.PerformanceMeasuresoftheLogisticRegressionModel 

Measures Values 

Accuracy 79% 

Precision 100% 

AUC 80% 

Recall 79% 

F1Score 88% 

 

 

Figure 3. ROC Curve and Confusion Matrix of the Logistic Regression Model 
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Decision Tree Model 

The aim of this method is to develop a model capable of predicting the value of a target variable based on simple 

decision rules inferred from the data features. A tree can be seen as a form of piecewise constant approximation. The 

performance of this model according to various metrics is presented in Table 4. Analysis of this table reveals that the 

model systematically predicts the occurrence of interstate armed conflicts (precision = 1). The high values of recall 

(0.95) and accuracy (0.95) suggest that the model detected almost all actual conflict cases in the test set. 

Table4.PerformanceMeasuresoftheDecisionTreeModel 

Measures Values 

Accuracy 95% 

Precision 100% 

AUC 53% 

Recall 95% 

F1Score 97% 

 

The lowest measure, AUC, might reflect a class imbalance problem. This low AUC value suggests that the classifier 

may not be very effective in predicting interstate armed conflicts, as its results are close to those obtained by chance, 

as shown by the ROC curve (see Figure 4). The confusion matrix in this figure (right) provides a detailed account of 

the model‘s predictions, indicating that it correctly identified 1 out of 8 conflict cases and recognized a significant 

number of events as interstate armed conflicts. Although the number of false negatives is relatively low, in the field 

of conflict prediction, each undetected case can have serious consequences. 

 

Figure 4. ROC Curve and Confusion Matrix of the Decision Tree Model 

However, the decision tree model revealed, in decreasing order of importance, that the level of democ- racy, GDP 

ratio, and border-sharing between two countries are very significant indicators for predicting the emergence of 

interstate armed conflicts. Political instability and military expenditures have lesser relevance in this context. With 

the decision tree model, we created a tree (Figure 5) that helps us classify our observations. This visualization 

provides a clear graphical representation of the decision-making process, as mentioned ear- lier. The root node of the 

tree split based on the difference in democracy levels, with a threshold below 0.925, constituting the first level of 

decision. The choice of the root node is based on the feature that provides the greatest impurity reduction during the 

first split. In our study, the difference in democracy levels between countries allowed for the best initial separation. 
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Figure 5. Structure of the Decision Tree 

Comparison of Models and Predictors 

Table 5 summarizes the different performance metrics for each model, facilitating their comparative evaluation. The 

study evaluated three machine learning models—Random Forest, Logistic Regression, and Decision Tree to predict 

interstate armed conflicts in West Africa, focusing on key predictors such as democ- racy level differences, GDP 

ratios, and shared borders. Among the models, the Random Forest consistently outperformed the others, achieving 

an accuracy of 98%, a recall of 83%, and an AUC of 80% . The Decision Tree model also demonstrated high recall 

(95%) but suffered from a lower AUC (53%) due to limitations in handling imbalanced data. Logistic Regression 

achieved moderate accuracy (79%) but was more prone to false positives, which could compromise its utility in real-

world applications. 

Table5.PerformanceMetricsofMachineLearningModels 

Metric RandomForest LogisticRegression DecisionTree 

Accuracy 98% 79% 95% 

Precision 100% 100% 100% 

Recall 83% 79% 95% 

AUC 80% 80% 53% 

F1Score 89% 88% 97% 

The Random Forest model emerged as the most effective, achieving the highest balance between precision and 

recall, and demonstrating robust performance even in the presence of class imbalances. Logistic Regression 

performed moderately well but showed a higher rate of false positives, while the Decision Tree model, though 

highly accurate, suffered from overfitting, as indicated by its low AUC. When predicting the absence of conflict, 

reliability is high, particularly for excluding countries not involved in wars. These models are also effective in 

detecting actual conflicts, as evidenced by their high recall rates (98% and 95%). Moreover, the random forest and 

logistic regression models show higher AUC scores, indicating remarkable discrimina- tory capability. The F1 

scores of the random forest and decision tree models are among the highest, reflecting a perfect balance between 

precision and recall. Overall, they prove to be the most suitable for our study. As for evaluating the importance of 

variables in our models, it is essential for judging the success of a machine learning model, which does not rely 

solely on its precision. In our study on predicting interstate armed conflicts in West Africa, we examined and 

compared the importance of various features for the two models considered the best (Figure 6). 

 



ISSN: 2320-5407                                                                                 Int. J. Adv. Res.13(04), 584-596 
 

593 

 

 

Figure 6. Importance of Explanatory Variables 

Thie Figure 6 highlights the significant influence of the divergence in democracy levels between two nations as an 

indicator of potential armed conflicts. GDP, a macroeconomic aggregate, ranks second, though at a certain distance 

in the random forest model, indicating that national economic disparities can play a significant role in the emergence 

of conflicts. Countries with significant economic differences may perceive each other with rivalry, thus generating 

tensions. Border-sharing has varying importance depending on the presence of other factors. Although internal 

political instability can lead to conflicts within a country, our models indicate that it is not the dominant factor in 

interstate armed conflicts. Its impact is relatively minor for all the models examined. However, it can be considered 

a contributing factor to international tensions. Finally, military expenditures do not weigh as heavily as we might 

have assumed, even though military power and defense budgets are often associated with a country‘s tendency to go 

to war. Nevertheless, this aspect should not be underestimated. 

Overview of the West African Case 

Our analysis led us to select the random forest model as the best model for predicting the occurrence of interstate 

armed conflicts. Additionally, the most relevant predictors identified are border-sharing and the difference in 

democracy levels. With this information, we retrieved the probabilities of interstate conflict events given by the 

random forest model. We then filtered all dyads sharing common borders. Over the past ten years, for each of these 

dyads, the maximum probability was selected and presented through Figure 7. From the analysis of this figure, we 

notice that the highest predicted risks of interstate conflict by our random forest model were for dyads such as 

Guinea vs. Sierra Leone, Burkina Faso vs. Benin, and Ivory Coast vs. Burkina Faso. These dyads could enter into 

conflicts if other variables had evolved as predicted by the model. Conversely, the risk of conflict is lower for dyads 

such as Burkina Faso vs. Togo, Mali vs. Ivory Coast, and Nigeria vs. Niger. There is a significant variation in the 

probabilities of conflict occurrence among different African dyads. This could be due to several factors not 

necessarily accounted for in our modeling. We found that differences in democracy levels strongly correlate with the 

likelihood of interstate armed conflicts. The proposed Random Forest method in this study tended to have an 

inordinately higher precision (100%) and recall (83%) compared to Logistic Regression and Decision Tree models. 

Additionally, dyads such as Guinea vs. Sierra Leone and Ivory Coast vs. Burkina Faso exhibited significantly higher 

predicted conflict probabilities over the past decade, highlighting the role of political and economic disparities in 

driving regional tensions. 
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Figure 7. Maximum Probability of Interstate Conflict Occurrence in West Africa Over the Last 10 Years 

Discussion 

This research highlights the importance of using Machine Learning in conflict prediction. Indeed, among the models 

used, the random forest model proved to be the best for prediction. This result validates our first hypothesis. Also, 

the work we have done brings out the key role of the GDP ratio between two nations sharing the same borders in 

predicting interstate armed conflicts. This confirms our second hypothesis. However, we also noticed that countries 

with large economic differences may be more likely to experience conflicts. The inclusion of GDP per capita in our 

analyses can help in understanding this result. Decision- makers and international entities are advised to monitor 

these economic indicators as possible warning signals of conflicts. The study also confirms the importance of 

sociopolitical factors, such as changes in the level of democracy and political instability, in predicting conflicts. By 

exploiting the predictive capacity of models, particularly that of random forest, we can develop early warning 

systems useful for informing policymakers in West Africa about risk areas, thus allowing preventive interventions. 

Models based on historical data require regular updating to remain effective in predicting future conflicts. The 

predictions made allowed us to identify significant variations in the probabilities of conflict occurrence within West 

African dyads. Some dyads have occurrence probabilities higher than 0.7, as is the case with Ivory Coast vs Burkina 

Faso. This result confirms our third hypothesis. To address the observed gaps, future research could explore 

different imputation methods such as model-based imputation or the use of algorithms like KNN to refine datasets 

and improve model performance. The integration of temporal data could also offer a finer understanding of the 

temporal dynamics of geopolitical conflicts, thus allowing for better forecasts. 

Several studies have explored the use of machine learning for conflict prediction, providing useful comparisons to 

your findings. For instance, a study in Sub-Saharan Africa found that machine learning mod- els, particularly 

Random Forest and Gradient Boosting, effectively predicted conflict likelihood when adjusting for class imbalance 

using techniques like SMOTE. These models highlighted factors such as GDP, proximity to rivers, and past conflicts 

as key predictors, aligning with your findings that economic disparities and shared borders are significant variables. 

However, the inclusion of geospatial and environmental factors like nightlight density and rain-fed agriculture in 

their study adds dimensions that our work has not yet explore [23]. Another study emphasized the role of 

socioeconomic conditions and governance factors in conflict prediction, under- scoring the need for high-quality 

data and careful selection of conditioning factors. This resonates with our result that differences in democracy levels 

are pivotal but suggests expanding our dataset to include governance quality metrics for richer insights [24]. Finally, 

research focusing on global conflict forecasting suggested that Gradient Boosting models often outperform others in 
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recall, crucial for identifying potential conflict zones. However, Random Forest is noted for its efficiency and 

accuracy in handling large datasets, consistent with our findings that it outperformed Logistic Regression and 

Decision Tree models in West Africa. This reinforces the reliability of our methodological choices while suggesting 

a potential trade-off between speed and model complexity when considering alternatives like Gradient Boosting 

[25]. These comparisons show that while our study aligns with broader trends in conflict prediction, incorporating 

additional predictors like environmental factors or testing other algorithms could further enhance our model‘s 

predictive power and relevance. 

Conclusion. 
This study focused on predicting interstate armed conflicts in West Africa, evaluating which machine learning 

model would be most effective. After comparing several models, including random forest, logistic re- gression, and 

decision tree, the random forest model stood out for its accuracy and balance between sensitivity and specificity, 

demonstrating its robustness even in the presence of class imbalances. Our analysis showed that differences in the 

level of democracy between two countries were a significant predictive factor, corrobo- rating the idea that 

divergences in political systems increase the risk of conflict. Economic disparities between countries are also 

recognized for their influence on the probability of conflict occurrence. Although territorial tensions related to 

shared borders are historically a source of conflict, they were not found to be as determinant as political and 

economic factors in our study. Similarly, while internal political instability can lead to external conflicts, this factor 

proved to be the second least influential. Our study found that military capabilities and expenditures were the least 

influential factor in predicting conflicts. This could be due to how data related to these variables were processed. In 

terms of perspectives, we envision a more in-depth examination of other data on shared border surfaces, crime 

index, variations in prices of essential goods, the INFORM risk index, and climate change data to better understand 

the problem. However, other Machine Learning techniques will be explored for better results that will serve West 

African decision-makers in developing strategies to reduce the risk of interstate armed conflicts. 

This study demonstrates the potential of machine learning models, particularly random forests, to predict interstate 

armed conflicts in West Africa, emphasizing the importance of factors like border-sharing and differences in 

democracy levels. However, it falls short of exploring the broader implications of these findings. These results could 

guide policymakers in designing early-warning systems, focusing resources on mitigating economic disparities and 

promoting governance reforms. Expanding the analysis to incorporate dynamic or emerging factors such as climate 

change and refugee flows could improve predictive accuracy. While the models provide valuable insights, the future 

work should critically examine limitations, such as data imbalances and the ethical challenges of AI in conflict 

prediction, ensuring robust, actionable outcomes that aid conflict prevention and policy interventions. 
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