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Abstract
This study addresses the need for context-specific Artificial Intelligence (AI) literacy 
research in West Africa, confronting challenges such as interrelation of AI literacy 
dimensions, ethical concerns, and a scarcity of localized studies. It investigates AI 
literacy among university students in Ghana and Nigeria through a quantitative 
cross-sectional survey of 427 participants (n = 206 Ghana, n = 221 Nigeria). The 
investigation focuses on four interconnected dimensions from the ABCE framework: 
Affective (motivation, self-efficacy), representing emotional engagement with AI; 
Behavioral (collaboration, intentional use), reflecting active participation in AI-related 
tasks; Cognitive (knowledge, critical thinking), encompassing understanding and 
application of AI concepts; and Ethical, pertaining to awareness and commitment 
to AI's societal implications. Using partial least squares structural equation modeling 
(PLS-SEM), findings confirm that affective factors positively influence cognitive 
outcomes, mediated by behavioral engagement and ethical understanding. Notably, 
country differences do not significantly affect these relationships, thereby justifying 
the analysis of the combined dataset and highlighting shared patterns in AI literacy 
development across the two contexts. This consistency validates a common 
underlying mechanism for AI literacy development in these West African contexts. 
The study shows the importance of integrating technical AI skills with ethical 
principles, collaborative learning, and culturally appropriate strategies. Specifically, 
it offers actionable strategies for strengthening affective learning, designing 
collaborative behavioral interventions, embedding ethical reasoning into curricula, 
and contextualizing pedagogies for regional realities, thereby informing stakeholders 
on effective AI education in West Africa.
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1  Introduction
The integration of Artificial Intelligence (AI) into education has emerged as a trans-
formative force globally, offering solutions to systemic challenges such as personalized 
learning, equitable access, and pedagogical efficiency. In West Africa, where educa-
tion emphasizes communal values, practical learning, and cultural relevance, AI pres-
ents unique opportunities to address socioeconomic disparities and bridge urban–rural 
divides [13, 14, 68]. Ghanaian and Nigerian universities in Western Africa are pioneer-
ing AI-driven tools—such as adaptive learning platforms, multilingual chatbots, and 
virtual teaching assistants—to enhance educational outcomes. For instance, KNUSTbot 
and SuaCode’s bilingual assistant have demonstrated improved student engagement and 
critical thinking in Ghana and Nigeria, respectively [19, 36].

However, while AI holds promise, its implementation in Africa is hindered by infra-
structural constraints, ethical concerns, and a paucity of context-specific research on 
AI literacy [72, 79]. Quantifying the extent of these challenges, such as limited infra-
structure and insufficient localized research, is crucial for effective policy intervention. 
Understanding how students engage with AI—affectively, behaviourally, cognitively, and 
ethically—is critical to unlocking its potential in culturally resonant ways. West African 
education systems prioritize empirical, community-oriented learning, contrasting with 
Western theoretical paradigms [68]. The West African Examinations Council (WAEC), 
serving Ghana and Nigeria reinforces this approach through a standardized curriculum 
that emphasizes practical knowledge and collective problem-solving. This approach 
aligns with AI’s capacity to deliver tailored, experiential learning, yet infrastructure gaps 
and uneven resource distribution limit its reach. Both countries Nigeria and Ghana 
shares same level of global AI index [90]. Educators express concerns about AI’s ethi-
cal implications, including data privacy and algorithmic bias, underscoring the need for 
frameworks that integrate local values like Ubuntu [8, 40]. Globally, AI literacy research 
focuses on technical and cognitive competencies, often neglecting affective and ethi-
cal dimensions critical to Africa’s sociocultural context [73, 92]. Existing frameworks, 
largely developed in Western contexts, inadequately address Africa’s unique educational 
ethos and challenges, such as linguistic diversity and communal learning practices [52, 
84].

Several scholars have proposed frameworks for understanding AI literacy. Long & 
Magerko [62] defined it as a collection of skills that empower individuals to critically 
assess AI technologies and utilize them to enhance communication and collaboration. 
Similarly, Ng et al., [73] outlined four key dimensions of AI literacy: (1) knowledge and 
comprehension of AI, (2) practical application of AI, (3) evaluation and development of 
AI systems, and (4) ethical considerations in AI. Touretzky et al., [91] introduced five 
core concepts for AI education—perception, representation and reasoning, machine 
learning, natural interaction, and AI's societal impact. Meanwhile, Zhang et al., [28] 
designed a curriculum focusing on three pillars: foundational AI concepts, ethical and 
social consequences, and AI-related careers—though their approach lacks emphasis 
on AI creation. Additionally, a UNESCO [92] report highlighted that AI literacy should 
equip students with an understanding of data processing in AI systems, including collec-
tion, cleaning, and analysis, as well as algorithm literacy—the ability to comprehend how 
AI algorithms detect patterns in data for human–machine interactions.
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The effective development of AI literacy among university students is essential for 
successful AI integration in education. Existing AI literacy frameworks delineate key 
dimensions, including Affective, Behavioral, Cognitive, and Ethical aspects [12, 74]. 
However, these frameworks often lack a detailed examination of the interrelationships 
among these dimensions, which is crucial for understanding how they collectively con-
tribute to AI literacy. Furthermore, the majority of AI literacy research is conducted in 
Western contexts [7], leaving a significant gap in studies that address the unique socio-
cultural and educational environments of West Africa, specifically Ghana and Nigeria 
[93]. While these countries share educational similarities and AI readiness level, they 
also possess distinct contextual nuances that necessitate focused research. Consequently, 
there is a need to investigate how the interplay of the Affective, Behavioral, Cognitive, 
and Ethical dimensions of AI literacy manifests within West African higher education. 
Therefore, this study aims to explore and validate a comprehensive model of AI literacy 
that reflects the specific context of Ghanaian and Nigerian university students, thereby 
providing empirical evidence to inform the development of culturally relevant and effec-
tive AI education strategies in the region.

The study has objectives to: (1) validate the AI Literacy Questionnaire (AILQ) within 
West African higher education contexts; (2) analyze how affective factors influence 
cognitive outcomes through behavioral and ethical mediators; and (3) assess whether 
national demographics moderate these relationships. By employing the ABCE frame-
work [74, 75], the research provides a multidimensional perspective on AI engagement, 
bridging theoretical and practical gaps in non-Western settings. Hence the research 
questions (RQs) are:

RQ 1. How ethical and behavioral dimension mediate between affective and cognitive 
dimension of AI literacy?
RQ2. To what extent does country of origin (Ghana or Nigeria) moderate the relation-
ships among the affective, behavioral, cognitive, and ethical dimensions of AI literacy 
among university students?

This study contributes to the global AI literacy discourse by foregrounding West Afri-
can perspectives, where cultural values and infrastructural realities shape technology 
adoption. Findings will inform policymakers and educators in designing curricula that 
balance technical proficiency with ethical awareness, fostering responsible AI usage. For 
instance, insights into self-efficacy and collaboration can enhance pedagogical strate-
gies, while ethical considerations aligned with Ubuntu philosophy can promote inclu-
sive AI systems. By comparing Ghana and Nigeria—countries with shared educational 
frameworks but distinct cultural-institutional nuances—the study offers actionable rec-
ommendations for regional AI integration, advancing Sustainable Development Goals 
(SDGs) in education and digital equity. Specifically, this research aligns with SDG 4 
(Quality Education) by promoting accessible and relevant AI education, and SDG 10 
(Reduced Inequalities) by addressing disparities in digital literacy and ensuring equita-
ble technological progress in Africa. Ultimately, this work underscores the urgency of 
context-driven AI literacy research to ensure equitable technological progress in Africa.

The novelty of this study lies in its empirical examination of the interrelationships 
among the Affective, Behavioral, Cognitive, and Ethical (ABCE) dimensions of AI lit-
eracy within the specific socio-cultural and educational contexts of West African 
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university students, particularly in Ghana and Nigeria. While prior research has con-
ceptualized AI literacy and explored some of its dimensions, few studies have holistically 
investigated how these dimensions interact in a non-Western setting. Furthermore, our 
finding that country demographics do not significantly moderate these core relation-
ships offers a novel insight into the shared patterns of AI literacy development in this 
region, suggesting a unifying backdrop that transcends minor contextual variations. This 
contributes to a more nuanced understanding of AI literacy beyond Western-centric 
models and provides practical, context-specific recommendations for educators and pol-
icymakers in West Africa.

The rest of the paper is structured as follows: Sect.  2 explores the conceptual back-
ground and establishes the theoretical framework. Section 3 formulates the hypotheses, 
while Sect. 4 details the methodology. Section 5 presents the findings from the data anal-
ysis. Finally, Sects. 6 and 7 conclude the study, discussing its theoretical and practical 
implications and offering suggestions for future research.

2  Literature review and theoretical framework
AI literacy has evolved from a narrow focus on technical proficiency to a multidimen-
sional construct encompassing cognitive, affective, behavioral, and ethical competen-
cies. Defined as the ability to understand, critically evaluate, and ethically engage with 
AI technologies [62, 73], AI literacy is particularly significant in Africa, where education 
systems emphasize communal values, practical learning, and cultural relevance [68]. In 
this context, AI literacy must transcend Western-centric models to address localized 
challenges, such as linguistic diversity, infrastructural gaps, and ethical concerns rooted 
in indigenous philosophies like Ubuntu [13, 14, 40]. A scoping review of AI literacy in 
higher education across the Global South highlights this gap, noting a pronounced lack 
of research centered on Africa despite the increasing relevance of AI in education [93]. 
A search of the ERIC database for studies on AI literacy published since 2021 found 
300 relevant works globally, but only 1.67% studies focused on Africa (ERIC—Educa-
tion Resources Information Center, [34]). This shows that AI literacy research in Afri-
can contexts is currently greatly underrepresented in the literature. While bibliometric 
analyses show a rise in AI-related publications from Africa—particularly with South 
Africa emerging as a leader in AI development [54]—this growth has not been matched 
by studies that examine AI literacy within the continent's specific contexts. The absence 
of an AI readiness index tailored to African needs further complicates efforts to measure 
and enhance AI preparedness in educational systems and beyond [15]. Moreover, the 
lack of contextualized educational resources and culturally relevant pedagogical strate-
gies poses significant barriers to effective AI literacy (Onyebuchi Nneamaka [77]). Addi-
tionally, expanding the use of AI in African scientific research could not only strengthen 
local innovation ecosystems but also diversify and enrich global research agendas, ben-
efiting civil society at large [32]. A more inclusive and culturally sensitive framework 
for AI governance that incorporates African perspectives is essential to ensuring ethical 
development and equitable access to AI technologies [38].

Globally, AI literacy research underscores its role in fostering critical thinking, col-
laboration, and responsible innovation. However, African studies remain limited and 
fragmented. For instance, Ghanaian medical students exhibit moderate AI aware-
ness but lack structured training opportunities [9], while Nigerian pre-service teachers 
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demonstrate strong ethical knowledge but struggle with emotion regulation in AI con-
texts [13, 14]. Transnational surveys further reveal disparities, with African students lag-
ging behind Asian counterparts in AI literacy due to systemic inequities in access and 
infrastructure [65]. These challenges are compounded by cultural hesitations, such as 
concerns about AI replacing human interaction in Ghanaian education system [67]. 
Addressing the existing research gap will require collaborative efforts among govern-
ments, academic institutions, private sector actors, and technology developers. These 
partnerships are vital for developing context-specific strategies that align AI integration 
with the continent’s ethical values, educational priorities, and socio-economic goals. By 
doing so, Africa can fully harness the transformative power of AI to address its unique 
challenges and actively contribute to the global AI discourse.

Existing AI literacy frameworks, such as UNESCO’s competency model [70], multidi-
mensional approach [17] and Ng et al., [73] taxonomy, prioritize cognitive and technical 
skills but overlook the interrelation of its affective, behavioral, and ethical dimensions 
critical to Africa’s communal learning environments. For example, [42] highlights the 
need to decolonize AI ethics in African healthcare to reflect communal values, while [85] 
discusses how corporate AI adoption risks undermining values like Afro-communitari-
anism and human dignity. As another example, Ubuntu philosophy—which emphasizes 
relationality, collective welfare, and ethical responsibility [40]—demands frameworks 
that integrate socio-emotional engagement and community-oriented practices. Western 
models often neglect these cultural nuances, creating a gap between theoretical con-
structs and Africa’s educational realities. This study addresses this gap by empirically 
validating a comprehensive model of AI literacy within the West African context, by 
exploring the interplay of these dimensions, which is crucial for effective learning out-
comes and technology adoption.

The ABCE framework addresses these limitations by offering a holistic, culturally res-
onant approach to AI literacy [74, 75]. Developed through rigorous pilot studies, this 
framework aligns with Africa’s educational ethos, where learning is deeply intertwined 
with communal values and moral accountability. The ABCE framework comprises four 
interconnected dimensions.

Affective Learning encompasses emotional and motivational engagement with AI, 
comprising intrinsic motivation and self-efficacy. Intrinsic motivation reflects learners’ 
genuine interest in AI’s societal impact, while self-efficacy denotes confidence in mas-
tering AI tools. In Ghana, educators recognize AI’s potential for personalized learn-
ing but express concerns about its impact on human interaction [67], highlighting the 
need to nurture motivation and confidence. Nigerian studies similarly link self-efficacy 
to positive AI attitudes among students, suggesting that affective factors are pivotal for 
sustained engagement [13, 14]. This dimension is crucial for understanding technology 
adoption in Africa, as motivation and self-efficacy significantly influence individuals' 
willingness to engage with AI tools [5, 48].

Behavioral Learning focuses on actions and participatory engagement in AI-related 
tasks, including collaboration and intentionality. Collaboration emphasizes peer and 
community-driven problem-solving, while intentionality reflects a commitment to 
applying AI skills ethically. Ghana’s KNUSTbot, a virtual teaching assistant, exempli-
fies this dimension by fostering collaborative learning in programming courses [36]. 
Similarly, Nigerian AI curricula prioritize hands-on activities, encouraging students to 
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co-create solutions with peers [84], aligning with Africa’s emphasis on collective knowl-
edge-building. The importance of this dimension is underscored by frameworks like 
the Technology Acceptance Model (TAM) and the Theory of Planned Behavior (TPB), 
which highlight perceived usefulness, ease of use, subjective norms, and perceived 
behavioral control as key determinants of technology adoption and behavioral intention 
[48, 71].

Cognitive Learning involves the acquisition and application of AI knowledge, spanning 
foundational understanding (e.g., basic AI concepts) and critical thinking (e.g., evaluat-
ing risks and benefits). While Ghanaian students using VoiceBots demonstrate improved 
programming comprehension [35], gaps persist in advanced AI skills, such as algorithm 
design [9]. This underscores the need for curricula that balance technical mastery with 
analytical rigor.

2.1  Ethical learning

Centers on awareness of AI’s societal implications, including privacy, bias, and fairness, 
as well as a commitment to equitable use. In Ghana, frameworks inspired by Ubuntu 
philosophy stress communal accountability and inclusive design [8], while Nigerian ini-
tiatives leverage AI to decolonize education through indigenous language preservation 
[86]. These efforts highlight Africa’s unique contribution to global AI ethics discourse. 
The integration of ethical concepts into AI education is crucial for developing respon-
sible AI in Africa, emphasizing local values in training developers and users [55]. Fur-
thermore, addressing ethical concerns like bias, exploitation, and cultural diversity in 
generative AI systems is vital for robust AI governance in the region [94].

The ABCE framework is uniquely suited to African contexts for three reasons. First, it 
integrates Ubuntu values, such as relationality and collective welfare, ensuring cultural 
relevance. Second, it moves beyond technical skills to address affective and behavioral 
factors, which are critical in resource-constrained environments were motivation and 
collaboration drive innovation. Third, its empirical validation across diverse educational 
settings ensures reliability in measuring AI literacy holistically [74, 75]. By adopting this 
framework, the study bridges global theories with Africa’s socio-cultural realities, offer-
ing a roadmap for equitable, context-driven AI education that prioritizes both compe-
tence and conscience.

2.2  Conceptual framework

The conceptual framework of this study outlines the interplay between core dimensions 
shaping AI literacy. We discussed in theoretical framework [74, 75], the basic dimen-
sions of AI literacy based on bloom taxonomy. However, the intricate relationships and 
dynamic interplay among these dimensions, and their collective influence on, remain 
underexplored. This study, therefore, presents a novel conceptual framework (Fig. 1) to 
bridge this critical gap in Western African context. The affective dimension—comprising 
intrinsic motivation and self-efficacy. It serves as the foundational influence. It directly 
connects to the  cognitive dimension, which encompasses knowledge & understanding 
and critical thinking. Two mediating pathways bridge the affective and cognitive dimen-
sions: the behavioral dimension (with sub factors collaboration and intentions) and ethi-
cal dimension. Additionally, demographic factor country moderate how the cognitive 
dimension manifests, shaping outcomes based on individual or contextual differences. 
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Arrows in the Fig.  1 depict direct relationships, mediated pathways, and moderating 
effects, with sub-factors nested within their respective dimensions to reflect hierarchical 
structure. The model emphasizes how affective factors, mediated by behavior and ethics, 
alongside demographic influences, collectively shape cognitive AI literacy.

2.2.1  Hypothesis development

Research suggests that the  affective dimensions  of AI literacy—specifically  intrinsic 
motivation  (a personal drive to learn) and  self-efficacy  (confidence in one’s ability)—
help strengthen the cognitive dimensions of AI literacy, such as knowledge understand-
ing (grasping AI concepts) and critical thinking (analyzing AI’s risks and benefits). For 
instance, intrinsic motivation pushes learners to engage deeply with AI topics, especially 
in interactive settings like gamified lessons, which improves their grasp of technical ideas 
[56, 74, 75]. Similarly, self-efficacy—built through supportive feedback and practice—
helps learners persist through challenges, boosting their ability to think critically about 
AI applications [26]. Studies also show that when learners feel motivated and confident, 
they retain AI knowledge better and ask sharper questions about ethics or biases [49, 
96]. However, while affective factors like motivation and confidence are key, they work 
best alongside hands-on practice and structured lessons. Based on this, the hypothesis 
is proposed:

Hypothesis 1.  Affective dimension of AI literacy positively influences the cognitive 
dimension of AI literacy.

AI literacy development is shaped by the interplay of affective, behavioral, and cogni-
tive dimensions. The affective dimension—comprising intrinsic motivation and self-effi-
cacy—drives learners to engage with AI tasks and persist through challenges, fostering 
enthusiasm and confidence in collaborative settings [17, 74, 75]. These affective fac-
tors catalyze the  behavioral dimension  (collaboration and intentions), where learners 
actively participate in peer or human-AI interactions, utilize tools like GenAI Teachable 
Machine for hands-on projects, and align their goals with ethical AI practices [7, 47, 61]. 
This aligns with theories such as the Theory of Planned Behavior (TPB) and Technology 
Acceptance Model (TAM), where attitudes (affective) influence behavioral intentions 
and actual behavior, which in turn impact skill acquisition and learning outcomes [6, 10, 

(H1: Direct Path)

Interrelation of Artificial Intelligence Literacy Components 

Fig. 1  An Interrelational Framework of AI Literacy in West Africa
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11]. Such behavioral engagement mediates the cognitive dimension by enhancing knowl-
edge retention, conceptual understanding, and critical thinking through context-rich, 
collaborative experiences [51, 76]. However, over-reliance on AI tools risks automation 
bias and inequitable access, necessitating balanced, human-centered design [12, 53].

Hypothesis 2.  Behavioral dimension mediates between affective and cognitive dimension 
of the AI literacy.

A growing body of research underscores the importance of affective factors—such 
as intrinsic motivation and self-efficacy—in shaping learners’ engagement with ethi-
cal issues in AI. These affective components do not act in isolation; rather, they interact 
meaningfully with the ethical dimension to guide learners’ understanding and applica-
tion of AI concepts. For instance, motivated learners are more inclined to explore the 
societal impacts of AI, including algorithmic bias and fairness [33, 59]. Similarly, high 
self-efficacy empowers individuals to navigate ethical dilemmas with confidence [21, 87].

This ethical engagement, in turn, serves as a bridge to cognitive development. Ethi-
cal literacy—nurtured through structured instruction, frameworks like ALiF, and tools 
such as the AI Literacy Questionnaire (AILQ)—stimulates critical thinking, conceptual 
understanding, and knowledge integration by embedding moral reasoning into techni-
cal learning [12, 22, 76]. For example, analyzing biases in machine learning algorithms 
or debating ethical dilemmas fosters deeper cognitive processing by requiring learn-
ers to synthesize information and evaluate socio-technical consequences. The ethical 
dimension thus plays a mediating role: it translates affective engagement into cognitive 
outcomes by providing a moral and evaluative lens through which learners interpret AI 
content. Research shows [17, 23], ethics balances knowledge and emotions, fostering a 
holistic AI literacy that is both informed and empathetic. This literature leads to the for-
mulation of:

Hypothesis 3.  The ethical dimension mediates the relationship between affective and 
cognitive dimensions of AI literacy.

3  Research methodology
This study employed a quantitative cross-sectional survey research design. The survey 
method was selected to efficiently gather insights from a large sample, enabling the anal-
ysis of patterns and relationships between variables.

3.1  Population and sampling

The study targeted higher education students in Nigeria and Ghana, collecting data 
from 427 participants via email. An online sample size calculator [31]. We anticipated 
effect size of 0.5, 80% statistical power, 4 latent variables, and a 0.05 significance level 
determined a sample size of 241 to ensure robust model structural validity [29, 95]. The 
collected sample (N = 427) comfortably exceeds the recommended minimum (241), 
ensuring adequate power to test the hypothesized relationships while accounting for the 
model’s complexity. This justifies the sample’s suitability for structural equation model-
ing (SEM) analyses. Moreover, data distribution were 206 participants from Ghana com-
prising 48% and 221 participants were from Nigeria comprising 52% of the sample size.
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The focus on Ghana and Nigeria is justified by their shared educational systems (e.g., 
the West African Examinations Council—WAEC curriculum) and similar AI readiness 
indices [90], which provide a comparable context for examining AI literacy develop-
ment in West Africa. This allows for a robust comparative analysis of the relationships 
between the ABCE dimensions without significant confounding factors related to funda-
mental educational structures or technological exposure.

This study involved an anonymous, minimal-risk survey. Ethical approval was obtained 
from the Ethics Review Committee of the host research university. All procedures were 
conducted in accordance with the ethical principles outlined in the Declaration of Hel-
sinki and relevant institutional guidelines. Informed consent was implied through volun-
tary participation, with respondents assured of anonymity, confidentiality, and the right 
to withdraw at any time.

3.2  Measurement of constructs

The study measured four constructs—affective, behavioral, cognitive, and ethical learn-
ing—using validated scales adapted from Ng et al., [74]. Each construct and its sub-
factors were assessed with a 5-point Likert scale (1 = Strongly Disagree  to 5 = Strongly 
Agree). Cronbach’s alpha values (α) for the constructs and sub-factors are reported to 
demonstrate reliability. The original questionnaire by Ng et al. [74] underwent rigorous 
pre-testing procedures, including pilot studies and expert reviews, to ensure its validity 
and reliability before its application in this study.

Affective learning  (α = 0.885) evaluates learners’ emotional and motivational engage-
ment with AI. It comprises two sub-factors:  motivation  (α = 0.879; 4 items), which 
measures intrinsic interest in AI (e.g., “Learning AI makes my everyday life more mean-
ingful”), and self-efficacy (α = 0.959; 4 items), which assesses confidence in mastering AI 
skills (e.g., “I believe I can master AI knowledge and skills”).

Behavioral learning (α = 0.822) captures learners’ actions and commitments toward AI 
engagement. This construct includes two sub-factors: collaboration (α = 0.892; 3 items), 
focusing on teamwork in AI tasks (e.g., “I try to work with classmates to complete AI 
learning projects”), and intentions (α = 0.923; 5 items), measuring dedication to future AI 
use (e.g., “I will keep myself updated with the latest AI technologies”).

Cognitive learning  (α = 0.800) evaluates knowledge acquisition and application of AI 
concepts. It consists of two sub-factors: know and understand (α = 0.741; 3 items), which 
assesses basic AI knowledge (e.g., “I know how to use AI applications such as chatbots”), 
and critical thinking (α = 0.823; 3 items), which measures analytical use of AI (e.g., “I can 
evaluate AI applications for different situations”).

Ethical learning, adapted from [74, 75], assesses awareness of AI ethics and societal 
implications. This construct includes 8 items without sub-factors (e.g., “I think AI sys-
tems should benefit everyone, regardless of physical abilities or gender”).

All constructs and sub-factors demonstrated acceptable reliability (α ≥ 0.70), indicating 
strong internal consistency. Ethical learning items were retained as validated by Ng et al., 
[74], ensuring alignment with the original scale’s integrity.
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4  Data analysis
The current study used the partial least square structural equation modelling (PLS-SEM) 
in SmartPLS. The choice of PLS-SEM over covariance-based SEM (CB-SEM) is justi-
fied due to its suitability for complex models with formative constructs, as well as for 
exploratory research aimed at developing new theoretical frameworks, which aligns with 
the objectives of this study in a relatively underexplored context [44, 80, 83]. PLS-SEM 
is also robust with non-normal data and smaller sample sizes, although our sample size 
comfortably exceeds the minimum required. Hence, the PLS-SEM was used to evalu-
ate both the measurement and structural models, focusing on the constructs affective, 
behavioral, cognitive, and ethical (ABCE) dimensions of AI literacy. We also used con-
sistent multi-group analysis (cMGA) for comparison between Ghana and Nigeria. The 
analysis included an assessment of reliability and viability, path analysis, hypothesis test-
ing, and model fit evaluation.

4.1  Outer model assessment

The outer model (measurement model) was evaluated for reliability and validity. 
For first-order constructs, all Cronbach’s alpha (α) values exceeded the threshold of 0.7 
[44], ranging from 0.736 (Knowledge and understanding) to 0.920 (Self-efficacy), indi-
cating strong internal consistency. Composite reliability (rho) values were also above 0.7, 
further confirming reliability. Average Variance Extracted (AVE) for all constructs sur-
passed the 0.5 cut-off [37], confirming convergent validity (e.g., Ethical: 0.642). For sec-
ond-order constructs, Cronbach’s alpha (Affective: 0.909, Behavioral: 0.907; Cognitive: 
0.803) and AVE values (all > 0.5) met thresholds, demonstrating robust reliability and 
convergent validity as given in Table 1.

4.1.1  Heterotrait-Monotrait (HTMT)

To assess discriminant validity using the Heterotrait-Monotrait (HTMT) ratio, we com-
pare the calculated HTMT values for each pair of constructs against a cut-point of 0.90 
[44]. The HTMT ratio between Behavioral and Affective is 0.891, between Cognitive and 
Affective is 0.723, between Cognitive and Behavioral is 0.819, between Ethics and Affec-
tive is 0.577, between Ethics and Behavioral is 0.547, and between Ethics and Cognitive 
is 0.593. All of these values are below the commonly recommended threshold of 0.90, 
suggesting adequate discriminant validity between these constructs. 

Table 1  Reliability and Validity
sub-factor Sub factor 

loading
Cron-
bach's 
alpha

Composite 
reliability 
(rho_a)

Composite 
reliability 
(rho_c)

Average 
variance 
extract-
ed (AVE)

Affective 0.885 0.885 0.946 0.897
Motivation 0.946 0.879 0.883 0.917 0.734
self-Efficacy 0.948 0.959 0.96 0.967 0.83

Behavioral 0.822 0.841 0.917 0.848
Collaboration 0.906 0.892 0.896 0.933 0.822
Intentions 0.935 0.923 0.927 0.938 0.656

Cognitive 0.8 0.8 0.909 0.833
Know and 
Understand

0.911 0.741 0.749 0.852 0.658

Critical Thinking 0.914 0.823 0.858 0.892 0.733
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4.2  Inner model assessment

The structural (inner) model was evaluated for collinearity, predictive power, and model 
fit. Variance Inflation Factor (VIF) values for all constructs were below 3.5 (Affective: 
3.479; Behavioral: 3.295), well under the critical threshold of 5 [45], indicating no multi-
collinearity concerns.

4.2.1  Model fit

Based on the SmartPLS output, the Estimated model demonstrates acceptable fit with 
an SRMR of 0.072 below the common cutoff of 0.08 [46], a d_ULS of 0.146, and a d_G 
of 0.211. While the Chi-square is significant (279.404), this is often influenced by sam-
ple size. The NFI of 0.746 suggests a reasonable improvement over the baseline model. 
Overall, considering these parameters and their typical cut points, the Estimated model 
provides a reasonably good fit to the data.

4.2.2  R-square and f-square value

The R-square value shows the proportion of variance in the endogenous variable that 
is predicted by the exogenous variables. In the view of [43], the critical threshold for 
the R-square value should exceed 0.1. The  R-square  values for endogenous constructs 
were moderate: Behavioral (0.68), Cognitive (0.665), and Ethics (0.339), indicating that 
68%, 66.5%, and 33.9% of their variances, respectively, were explained by the model. 
Adjusted R-square values aligned closely, suggesting minimal overfitting. Effect sizes 
(f-square) revealed that Affective had a large influence on Behavioral (f2 = 2.125) and 
Ethics (f2 = 0.512).

4.3  Findings related to RQ 1

The results of the direct and indirect path analyses provided evidence to test Hypotheses 
1, 2, and 3 in relation to Research Question 1. How ethical and behavioral dimension 
mediate between affective and cognitive dimension of AI literacy?

4.3.1  Direct path analysis

Direct path coefficients were evaluated using bootstrapping (5,000 subsamples). Affec-
tive dimension had a strong, significant positive effect on Cognitive dimension (β = 0.169, 
p = 0.022), hence supported hypothesis 1 as given in Fig. 2.

4.3.2  Indirect path analysis

Mediation analysis revealed significant indirect effects. The path  Affective →Behav-
ioral →Cognitive  was significant (β = 0.432, p < 0.001), indicating Behavioral mediates 
Affective’s impact on Cognitive supporting the hypothesis 2. Similarly, Affective →Ethi-
cal →Cognitive showed a significant indirect effect (β = 0.119, p = 0.003), confirming the 
hypothesis 3, Ethics as a mediator. These results underscore the cascading influence of 
Affective on Cognitive through both Behavioral and Ethics as given in Table 2.

4.4  Findings related to RQ 2

Multi-group analysis to examine the generalizability of the proposed model and justify 
pooling data from Ghana and Nigeria for the main hypothesis tests related to research 
question 2: To what extent does country of origin (Ghana or Nigeria) moderate the 
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relationships among the affective, behavioral, cognitive, and ethical dimensions of AI lit-
eracy among university students? A bootstrapped consistent multi-group analysis (MGA) 
in SmartPLS was conducted.

4.4.1  Multi-group analysis

Multi-group analysis to examine the generalizability of the proposed model and justify 
pooling data from Ghana and Nigeria for the main hypothesis tests, a bootstrapped 
consistent multi-group analysis (MGA) in SmartPLS was conducted. The bootstrapped 
consistent multi-group analysis (MGA) in SmartPLS was conducted to compare path 
coefficients between Ghana (Group 1) and Nigeria (Group 2). In the initial analysis, con-
struct reliability and validity were assessed, confirming the measurement model's ade-
quacy. Therefore, MICOM was not required for consistent MGA, as it is not applicable 
when using reflective indicators. The results show that the difference in the path coef-
ficient for affective to cognitive is 0.246, with a 1-tailed p-value of 0.117 and a 2-tailed 
p-value of 0.233, indicating no significant difference. The indirect effect of affective on 
cognitive through behavior has a path difference of − 0.266, with a 1-tailed p-value of 
0.898 and a 2-tailed p-value of 0.203, also showing no significant variation. Similarly, 
the relationship between affective and cognitive through ethical has a path difference of 
− 0.129, with a 1-tailed p-value of 0.965 and a 2-tailed p-value of 0.070, which, despite a 
relatively lower 2-tailed p-value, is not statistically significant. Overall, the results indi-
cate that structural relationships in the model remain stable across Ghana and Nigeria, 
suggesting no significant moderation by cultural or contextual factors confirming the 
hypothesis 4a as shown in Table 3. This non-significant moderation supports the deci-
sion to analyze the entire dataset (Ghana and Nigeria combined) for testing Hypotheses 

Table 2  Indirect Paths
Original 
sample (O)

Standard 
deviation 
(STDEV)

T statistics (|O/
STDEV|)

P values Hypoth-
esis

Affective → Behavioral → Cognitive 0.432 0.073 5.953 0.000 Accepted
Affective → Ethics → Cognitive 0.119 0.04 2.994 0.003 Accepted

Fig. 2  Path analysis
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1, 2, and 3, thereby enhancing the statistical power and generalizability of the findings to 
the broader West African university student population.

5  Discussion
This study set out to investigate the intricate relationships between the Affective, Behav-
ioral, Cognitive, and Ethical dimensions of AI literacy among university students in West 
Africa, specifically within the distinct educational and socio-cultural contexts of Ghana 
and Nigeria. Claiming its place among the pioneer studies in this burgeoning field within 
the African continent, this research contributes novel insights by empirically examining 
the interplay of these crucial dimensions in shaping AI literacy. We have discussed the 
theoretical and practical implications of the findings in this section.

5.1  Theoretical implications

This section discusses the theoretical implications of the findings in relation to the tested 
hypotheses and research questions.

5.1.1  Mediation of ethical and behavioral dimensions

For Research Question 1—How ethical and behavioral dimensions mediate between 
affective and cognitive dimensions of AI literacy? —we present the findings relevant to 
Hypotheses 1, 2, and 3. First, this study found that affective learning (which includes 
intrinsic motivation and self-efficacy) strongly and positively influences cognitive learn-
ing (such as knowledge, understanding and critical thinking) in AI education. The results 
showed a significant direct effect (β = 0.168, p = 0.024; Path Coefficient = 0.183, p = 0.013), 
supporting Hypothesis 1. These findings align with earlier studies [25, 58, 74, 75], which 
suggest that positive emotions, motivation, and confidence help students engage more 
deeply, persist longer, and better grasp AI concepts. For example, students with higher 
intrinsic motivation were more likely to move beyond memorization to actively apply AI 
principles [74]. Gamified learning tools boosted motivation and basic cognitive skills, 
but they were less effective for advanced skills like evaluating AI systems [74, 75]. Self-
efficacy also mattered: students who believed in their abilities engaged more confidently 
with AI tasks, interacted better with online learning tools, and collaborated more effec-
tively with peers, all of which improved their understanding (C. [25, 58, 81]). Together, 
these results highlight that affective factors like motivation and confidence are vital 
for cognitive growth in AI literacy, but they work best when combined with teaching 
methods that directly build skills. These findings advance global AI literacy research by 
underscoring the universal importance of fostering positive affective states to enhance 
cognitive engagement, even within diverse educational contexts.

Second, the findings indicate that behavioral aspects of AI literacy—specifi-
cally collaboration and learning intentions—act as a bridge between affective factors 
(self-efficacy and intrinsic motivation) and cognitive outcomes (knowledge and under-
standing, and critical thinking). Mediation analysis confirmed that the pathway from 

Table 3  Multi-group analysis
Difference (Group_1 -Group_2) 2-tailed (Group_1 vs Group_2) p value

Affective → Cognitive 0.246 0.233
Affective → Behavior → Cognitive − 0.266 0.203
Affective → Ethical → Cognitive − 0.129 0.07
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affective → behavioral → cognitive dimensions was significant (β = 0.432, p < 0.001), sup-
porting hypothesis 2. This aligns with prior research highlighting how affective states, 
such as confidence and motivation, influence learning behaviors and persistence, par-
ticularly in complex domains like AI [25]. For instance, self-efficacy reduces anxiety and 
strengthens motivation, encouraging students to engage with challenging tasks [20]. Sup-
portive learning environments further amplify this relationship by fostering autonomy 
and confidence [58]. Behavioral engagement, such as collaboration, enhances cognitive 
learning by promoting knowledge exchange and critical analysis of AI systems [7, 82], 
with structured collaboration being a key predictor of competency development [66]. 
Behavioral intention, driven by self-efficacy and goal-oriented expectations, also moti-
vates active participation and deeper cognitive engagement [97], a dynamic supported 
by theoretical frameworks like the Theory of Planned Behavior [24]. These relationships 
are reflected in AI literacy frameworks such as the AILQ, which integrates behavioral 
learning as central to cognitive outcomes, and pedagogical strategies like game-based 
learning, where collaboration and motivation synergistically enhance understanding 
[74]. Together, these results underscore the interconnected roles of affective, behavioral, 
and cognitive dimensions in AI literacy development. These findings are consistent with 
recent studies by [6, 88], which also highlight the importance of behavioral intentions 
and user engagement for continuous adoption of AI tools in educational settings, further 
substantiating the mediating role of behavior observed in this study.

Third, the empirical findings support Hypothesis 3, confirming that the ethical dimen-
sion of AI literacy significantly and positively mediates the relationship between affec-
tive factors (intrinsic motivation, self-efficacy) and cognitive outcomes (knowledge, 
critical thinking, and conceptual understanding). Mediation analysis revealed a statisti-
cally significant indirect effect along the Affective → Ethics → Cognitive path (β = 0.119, 
p = 0.003), indicating that affective engagement positively influences cognitive develop-
ment through ethical learning.

This result aligns with prior theoretical and empirical work. Ng et al., [74], argue that 
emotionally invested learners are more likely to internalize ethical principles, which in 
turn enhance their capacity to think critically about AI. Affective strategies—such as 
classroom debates, role-playing, and reflection on ethical dilemmas—boost ethical sen-
sitivity and cognitive activation [25]. Self-efficacy also reinforces ethical engagement by 
giving learners the confidence to confront morally complex scenarios, facilitating the 
transfer of ethical insights into technical understanding [58].

Moreover, ethical engagement has been consistently linked to improvements in 
higher-order cognitive skills. Studies show that grappling with ethical trade-offs requires 
learners to analyze assumptions, evaluate social impacts, and synthesize interdisciplin-
ary knowledge [28]. These processes directly foster critical thinking and problem-solving 
abilities [16, 27]. Previous literature further substantiates this mediating role. The ethi-
cal dimension integrates cognitive and affective learning by shaping attitudes toward 
AI while deepening conceptual understanding of its implications (Dabbagh et al., [30], 
Ng, Wu, et al., [75]). Research [17] emphasizes that the balance between emotional and 
rational engagement is central to developing a comprehensive and socially responsible 
AI literacy. Finally, from an educational and policy standpoint, these findings highlight 
the need for AI curricula that deliberately embed ethical frameworks and scenarios to 
foster both motivation and understanding (Dabbagh et al., 23). Programs that ignore the 
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mediating role of ethics risk producing learners who are technically competent but ethi-
cally uninformed, thereby undermining the goal of responsible AI engagement.

5.1.2  Moderating role of country of origin

This addresses Research Question 2: To what extent does country of origin (Ghana or 
Nigeria) moderate the relationships among the affective, behavioral, cognitive, and ethi-
cal dimensions of AI literacy among university students? The multi-group analysis indi-
cated that country demographics do not significantly influence the interconnectedness 
of affective, behavioral, cognitive, and ethical dimensions of AI literacy among university 
students in Ghana and Nigeria. The survey findings reveal that the interplay between 
these dimensions remains consistent across both countries, likely due to shared systemic 
challenges and educational contexts within the African region. The non-significant dif-
ferences observed in the multi-group analysis (as shown in Table 3) imply that the funda-
mental relationships between affective, behavioral, cognitive, and ethical dimensions of 
AI literacy are robust and not significantly altered by country-specific factors within this 
West African context. Both nations face comparable infrastructural constraints, such 
as limited access to advanced technologies and AI-specific educational resources [2–4, 
64], which shape similar pedagogical approaches and student experiences in AI literacy 
development. The foundational emphasis on information literacy in both educational 
systems [2, 4] further supports the alignment of affective (e.g., attitudes toward AI), 
behavioral (e.g., engagement with AI tools), cognitive (e.g., conceptual understanding), 
and ethical (e.g., critical evaluation of AI’s societal impacts) competencies. For instance, 
the integration of AI literacy frameworks like ALiF [22], which prioritizes adaptable, 
context-sensitive learning, and courses emphasizing conceptual over technical mastery 
[57], appears to foster comparable developmental trajectories across these dimensions 
in both countries. While minor contextual variations in policy or technological adoption 
rates may exist, the structural and resource-related commonalities between Ghana and 
Nigeria create a unifying backdrop that diminishes the role of national demographics in 
shaping the nexus between these AI literacy components.

5.2  Practical implications

This study provides actionable strategies for enhancing AI literacy in West African uni-
versities, focusing on Ghana and Nigeria, by aligning interventions with the intercon-
nected affective, behavioral, cognitive, and ethical dimensions identified in the findings.

5.2.1  Strengthen affective learning to drive cognitive growth

Curriculum designers should prioritize fostering  intrinsic motivation  and  self-effi-
cacy through pedagogical strategies that emphasize AI’s relevance to students’ personal 
and professional aspirations. Gamified learning modules [74] and real-world problem-
solving tasks can sustain engagement, while scaffolded projects that build incremental 
mastery (e.g., guided AI tool development) can enhance confidence in technical com-
petencies. Training programs should also emphasize autonomy, allowing students to 
explore AI applications aligned with their interests, thereby reinforcing self-efficacy and 
persistence in complex tasks. These recommendations are directly informed by the find-
ing that affective factors positively influence cognitive outcomes, highlighting the need 
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for pedagogical interventions that address students' motivation and confidence as foun-
dational elements for AI literacy development.

5.2.2  Design collaborative behavioral interventions

Institutions should institutionalize structured peer collaboration and project-based 
learning to translate motivation into tangible cognitive outcomes. Group activities, such 
as co-developing AI solutions for local challenges (e.g., agriculture or healthcare), can 
channel behavioral commitment into knowledge-sharing and critical analysis. Encour-
aging goal-setting frameworks, such as personalized AI learning plans, can also sus-
tain long-term engagement with emerging technologies, ensuring students proactively 
update their skills and apply theoretical knowledge [60, 66]. This aligns with our findings 
demonstrating the significant mediating role of behavioral engagement (collaboration, 
intentional use) in linking affective and cognitive dimensions, suggesting that active and 
collaborative learning environments are crucial for translating motivation into concrete 
learning outcomes.

5.2.3  Embed ethical reasoning across AI curricula

Ethical frameworks should be integrated into technical AI courses to mediate the link 
between motivation and cognitive mastery. Case studies on AI biases, privacy dilemmas, 
and equitable design principles can cultivate ethical sensitivity while deepening critical 
thinking. For instance, debates on AI’s role in job displacement or algorithmic discrimi-
nation can challenge students to reconcile technical proficiency with societal responsi-
bility, fostering dual competencies in innovation and ethical accountability [39]. Faculty 
training on facilitating ethical discussions is critical to ensure these topics are not treated 
as ancillary but as core to AI literacy. This is crucial given our finding that the ethical 
dimension significantly mediates the relationship between affective and cognitive learn-
ing, emphasizing that ethical awareness not only enhances moral reasoning but also 
deepens conceptual understanding and critical thinking about AI’s broader implications.

5.2.4  Contextualize pedagogies for regional realities

Given shared infrastructural constraints in Ghana and Nigeria, institutions should adopt 
low-resource, high-impact strategies. Mobile-friendly AI learning platforms and offline 
tools can address connectivity gaps, while prioritizing foundational conceptual under-
standing over advanced technical skills aligns with regional educational priorities [69]. 
Partnerships with local industries and NGOs can provide context-specific AI projects, 
bridging theory and practice while addressing perceptions of AI’s irrelevance to African 
contexts.

5.2.5  Address perceptions and risks proactively

Skepticism about AI’s educational value and risks (e.g., plagiarism, bias) must be miti-
gated through transparency and skill-building. Workshops on critically evaluating AI 
outputs for accuracy and fairness can reduce over-reliance on tools like ChatGPT. Show-
casing AI’s potential to solve local challenges—such as improving agricultural yields or 
healthcare or educational access—can shift perceptions from viewing AI as a foreign 
technology to a tool for grassroots innovation (Mohamed et al., [1]).
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A holistic approach that synergizes motivation, collaboration, ethics, and contextual 
relevance is essential for advancing AI literacy in Ghana and Nigeria. By prioritizing 
affective engagement as a catalyst for cognitive growth, embedding ethics into techni-
cal training, and adapting strategies to regional constraints, educators can empower stu-
dents to harness AI as both a technical skill and a force for equitable development.

6  Conclusion
This study examined the relationships between affective, behavioral, cognitive, and 
ethical dimensions of AI literacy among university students in Ghana and Nigeria. The 
results confirmed that affective learning—characterized by intrinsic motivation and self-
efficacy—directly strengthens cognitive outcomes, such as knowledge, understanding, 
and critical thinking, by fostering deeper engagement and persistence in AI education. 
Behavioral learning, including collaboration and intentional practice, further bridges 
affective and cognitive dimensions, enabling students to translate motivation and confi-
dence into active problem-solving and knowledge-sharing. Ethical learning emerged as 
a critical mediator, as students with higher self-efficacy and motivation demonstrated 
greater ethical sensitivity, which in turn deepened their cognitive understanding of AI’s 
societal implications. Notably, the interconnectedness of these dimensions remained 
consistent across Ghana and Nigeria, suggesting that shared regional challenges, such 
as infrastructural limitations and pedagogical priorities, shape AI literacy development 
similarly in both contexts. These findings highlight the interdependence of motivation, 
collaboration, ethical reasoning, and cognitive skills in fostering well-rounded AI lit-
eracy, reinforcing the importance of educational approaches that holistically integrate 
these dimensions.

6.1  Limitations and future research

This study’s focus on two countries limits generalizability across West Africa’s diverse 
contexts, while its cross-sectional design restricts causal inferences. The research used 
a one-time survey, which restricts the ability to establish causal relationships or track 
how AI literacy evolves over time among students. Again, Responses were based on par-
ticipants' self-perceptions, which may be influenced by social desirability or inaccurate 
self-assessment, particularly in measuring affective (motivation, self-efficacy) and cog-
nitive (knowledge, critical thinking) dimensions. To mitigate potential biases from self-
reported data, the study utilized a rigorously validated questionnaire [74] and employed 
statistical controls within the PLS-SEM framework to ensure the robustness of the rela-
tionships identified.

Future research should expand to multi-country comparisons, longitudinal designs, 
and mixed-methods approaches to capture temporal and cultural depth. Developing 
locally adapted tools and inclusive sampling (e.g., rural communities, educators) will 
enhance relevance. Investigating AI literacy’s ties to career readiness, entrepreneurship, 
and Ubuntu-inspired ethics can align strategies with Africa’s socio-cultural and develop-
mental goals.
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